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ABSTRACT

In this paper, generally a camera may capture a face, the raw pfor is acquired and also
sent to the biometric characteristic extractor. The extractor is :

and processing is application,pixels are small individual
i@e| has a particular location and brightness or intensity

image processing. ortant needs for DIP are to improve the pictorial information for human
interpretation and to p mage data for storage,transmission and representation.

Identify face from spae-varying motion, blur by arbitrarily-shaped kernels and Model the blurred
face as a convex combination.Non-uniform blur-robust algorithm to construct an energy function
with L1-norm constraint on the camera motion and Form a bi-convex set , the set of all images found
from a face image by non-uniform blurring and changing the illumination and Obtain variations in
pose.
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Drawbacks are using space Varying method face will be recognized at any camera
directions,Modeling the blurred face easy to recognize at any blurring effects without the lose of
source and Large changes in facial expressions cannot be handled, It get less accuracy for recognize
human faces.

Advantage: It will obtain high accuracy because of adding different feature,l also perform an iris and
fingerprint dataset.

RELATED WORK
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Classification

Main focus of the work is forlarge changes in facial expressions can be handled during recognition
process. The afterstagesmust be followed.1)Pixel Difference actions 2)Correlation-based measures
3)Edge-based measures 4)Spectral space measures 5)Gradient-based measures.
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Figl: system description.

IMPLEMENTATION

This unit defines the implementation of the pro . sed work consists of the
following methods implementation.

Preprocessing
segmentation
Feature extracgion

Gaussian filter is a filter whose impulse response is a gaussian function,Gaussian filter is more
effective at smoothing images. It has its basis in the human visual perception system.
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Fig2:Screen shot for preprocessing.
B. Segmentation:

Image segmentation is the processing of partitioni input’image int

each pixel in the source image from two
usual result is several binary images.

assigns pixels to foreground
or background created on gray i i watershed algorithm. We use

gray threshold level binarization

20 49 -Mesf b-0DA0EAN s
5 B

a x 5
4ok NN0Bw4-a00s "
3 ot g
s (@it 1
e st v vt Ton Cutip Wt ¥
HlNoWe 4 \A0DW LA 08 . "
B P
4 | ———— '

Fig3:Screen shot fo

C. Feature extraction:

The collected dataset, we needed to extract the feature to identify the identity of each face because
from the dataset we could not identify the individuality of the face.the following 5 category in the 17

feature.
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1.Pixel difference quality measures:-
1. Mean Square Error:

It is an estimator measures the average of the squares of the errors.MSE is a risk function, consistent
to the expected value of the squared.

1 N—1M-1
— F Y v 2
MSE = 5o > > XD = YD)
i=0 j=0

2. Peak signal to noise ratio:

The ratio of themaximum possible power of a signal a
fidelity of its representation.

Because of many signals contain a very wide
the logarithmic decibel scale.

2

7
PSNR =101lo i -
E10 [MSE]

3. signal to noise ratio:

fSignal-to-noise is a measure used in

Of the relati@hbetween the signal power to the noise power
jcates more signal than noise. The SNR is commonly
igd to any form of signal.

4. Structural con

Structural content is Inresources ofthe ratio between the square of amound of original image
to the square of sum of #eference image. In the form of calculation is known as,

SN, ML) )
N-M-MSE(LI)

SNR(I, 1) = 10 log(

5. Maximum difference:

The full value is absolute difference image and original image is withdrawn to the reference

image.Now the usage of equality is given by,
100
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MD(I,IA)=max‘Ii’j—I:j

6. Average difference:

The average value per pixel is absolute difference images and original image subtracted is to the
reference images. In the form of equation is given by,

A(II) NME Eq 1(%9 A,J)

7. Normalized absolute error:

Normalized absolute error is the sum of absolute of differenct
absolute of original images. In the form of equation i

N M J_|I 'é,j|

Zf\{: E«,:l |Ia,j‘

NAE(LT) =

8. R-average MD:

Yy R towardestimate average
maximum differences. In the fo

RAMD(LL,R) = £ 8 max, I - T,

9. Laplacian MS

I ) - ()
Zl\ IZM 1y ( )

4
2.Correlation based quality measures

1. Normalized cross-correlation:

The image-processing applications are the brightness of the copy thenshape can vary due to lighting
and exposure conditions, the images can be normalized.
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The typically done at every step by sum the mean and dividing by the standarddeviation. In the form
of equation is given by,

N M

NXC(L 1) =Y (1 ) S (1, )

2. Mean angl&'sintilarity: = =

The mean direction similarity is the measure of similarity whichmean anglesimilaritybetween the
original copy and reference image. In the form of equality is given

MAS(I,1)=1-1/NM ii(oci’j)

i=1 j=1

3. Mean angle magnitude similarity:

L

MAMS[L])= o 0 P (- - - 2

NI L= L=l
3.Edge based quality measures:
1. Total edge difference:

The ratio between {#€ changes of to tween the two images to the total number
of pixels. In the equation is gi

TED(LT) = == Y Y [lg; - Iy
NI =l L=l "4 y

f total number of corners between the two images to the total
uation is given by,

TCD(, 1) =[N, — NI max(N,,,N_,)
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4. Spectral distance quality measures:

1. Spectral magnitude error:

The difference between the Fourier transform of original image to the Fourier transform of reference
image is averaged by total number of pixel. In the form of equation is given by,

E?‘PfEI:I I]' f\r 1 El 1 ( '|;,_';| - |F‘EJ|JZ

2. Spectral phase error:

The difference between the angles of Fourier transformed o 0 the angle of Fourler
transformed reference image is averaged by total nu

by,

SPE(LY) = 7 Y DL arg(F ) - ang(F )
5. Gradient based quality measures
Gradient magnitude error:

The between the gradient of o i nce image is averaged by total
number of pixel. In the form of e i

Fig4: Screen shot for feature extraction.
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D. Recognition:

Direct discriminant studyis also closely related to principal component analysis (PCA) and factor
analysis in that they together look for linear combinations of variables which best explain the
data. LDA explicitly attempts to classical the change between the classes of data.

PCA on the other hand does not take into account any difference now class, then factor analysis
builds the feature combinations based on differences rather than Sigasacities. Discriminant study
remains moreover different from factor analysis in that it is p@®a pendent technique: a
distinction between free variables then needy variables (also cz iables) must be made.

Fig5: Screen shot for recognitio

CONCLUSION

ify and synthesis for facial analysis using appearance-
ination-invariant face recognition system. It proved that the set

charting from surface normals to intensities) produced by

otropic lighting lies close to a 9D linear subspace. The proposed

algorithm was utiliz face recognition across illumination changes. Although a number of

efforts have been madef@Ph pose-invariant face recognition, the performance recognition system is
satisfactory.
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